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Background and Motivation

From MIT Media Lab
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Method

https://jeffreyyh.github.io/opere/
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Method overview

Motivation Robot Platform

Training and Online Adaptation

● Robot exploration as a POMDP

● Learn the value function of states 

○ States visited by the robot in the trajectories

○ The goal states that haven’t been visited 

● Value function learning as an off-policy evaluation (OPE) problem

○ On-policy evaluation for real robots is costly and dangerous 

○ Data collection policy different from behaviour policy

Problem formulation

Monte-Carlo (MC) Offline Training:

Temporal-Difference (TD) Online Adaptation:

● Extrinsic reward (sparse)

○ Use number of objects detected at a period of time, devoted as 

object gain (OG)

● Intrinsic rewards:  

○ Camera visual coverage map point gain (CG) 

○ Lidar frontier map point gain (LG) 

● Final reward 
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Major takeaways: • We propose an offline MC pre-training and TD online adaptation method to learn value function for robot exploration  
• The proposed method outperforms other OPE baselines • Real robot testings show certain advantages over frontier-based baseline

Conclusion

https://jeffreyyh.github.io/opere/

